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ABSTRACT

This paper is a translation of Kolmogorov's original article ann-
ouncing the theorem now known as the KAM theoxem.

THEOREM AND DISCUSSION OF PROOF

Let us consider in the 2s~dimensional phase space of a dynamic
system with s degrees of freedom the region G, represented as the pro-
duct of an s-dimensional torus, T, and a region S, of a Eueclidian
s-dimensional space. We will designate the points of the torus, T, by
the cireulax coordinates g;, ..., 9 (replacing q, with q, =g, + 2%
does not change points g), and the coordinates of the voints, p, of S
we will designate as Pys ---+ Pg- ?5 will assume that in region G, in
the coordinates (ql, cevs Ggr Pye coee ps) the equations of motion have
the canonical form

E;% = 5%: H(q.p), S;% e - 3%— Higq.p). (1)

]

The Hamilton function, H, is further assumed as dependent on the
paxameter 8 and dctermined for all (g,p) eG, 6c(~c; +c}, but not time-
dependent. Moreover, further considerations require fairly significant
restrictions on the smoothness of the function H(qg, p, 8), stronger than
infinite differentiability. For simplicity, in the following it is
assumed that the function H(g, p, 8) is analytic over the set of varia-
bles (g, p, 6).

summatiqp over the Greek indices is fuxrther assumed to be from 1
to s. The usual vectox designations (x,y) = E XYy |x] =+ X, X
are used. A whole number vector indicates a vector for which all the
components are whole numbexrs. The set of points (q, p) of G with

»
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p = ¢ are designated by T_. In theorem 1 it is assumed that S contains
the Pﬂmt P = 0, 1.e., TOEG.

Theorem 1. Let

B(q,p,0) =m+ 2 AP, +3 Y ¢ (@pp, +0Up, (2
[ aB

where m and Ac are constants and for a certain choice of constants
¢ >0and n > 0 for all whole-number vectors, n, the inequality

c
(n,2) 2 [nlﬂ . (3)

is satisfied.

Let, moreover, the detérminant composed of the average values

2 27
1
@, (0 Pt f f ¢, (@ dgy...8q,
V] 0

of the functions

32
’uB(QJ = apuap% K(Qloro)

be different from zero: . e
|‘P°B(0) |#0. (4)

Then there exist analytical functions F, (Q, P, 8) and G (D, P, @)
which are determined for all sufficiently small ¢ and for all points
{Q, P) of some neighborhood, V, of the set Tor which bring about a
contact transformation

q, =Q, +eF (Q,F,8), P, =P +8G (QP,0)

of V into V' © G, which reduced H to the form

H=m(e) + ) 2P +o0(P]2) (s)
e

{M(8) does not depend on Q and P).

It is easy to grasp the meaning of Theorem 1 for mechanics. It
indicates that an s-parametric family ¢f conditionally periodic motions

(-}] ,

4 1

u'-:lat"'q’ PG=0'
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which exists at & = 0 cannot, under conditions (3) and (4), disappear
as a result of a small change in the Hamilton function H: there
occurs only a2 displacement of the s-~dimensional torus, ro, around
which the trajectories of these motions run, into the torus P = 0,
which remains filled by the trajectorxries of conditionally periodic

motions with the same frequencies i,, ..., A..

The transformation

(Q, P) = KB(Qv P},

the existence of which is confirmed in Theorem 1, can be constructed
in the form of the limit of the transformatione

@®, p*)) = k¥ (q, p,
where the transformations

(Q(l)’ 1_.,(1)) = Lgl) (@ P, (Q(k-!-l)' 1,(k*-l)) - Lgkﬂ‘) (Q(k)' P(k)
are found by the “generalized Newton method” (see Ref. l). In this
note we confine ourselves to the construction of the transformation:
Kén = Léu . which itself permits grasping the role of conditions (3)

and (4) of Theorem 1. Let us apply the _transformation Lén to the
equations

Qil) =q + eyg(q),
_ o Gl 3
P, =P, = olzsps -q: e+ 'ﬁ; X{(g) (s)

(it is easy to verify that this is a contact transformation) and seek
the constants ¢ and ; and the functions X(q) and Ya(q) , starting from
the requirement that

- 1
B=nm+ aE AgPg * T GZ':’aa(qmups*

+8 {A(q) + Zsc(q)pu} +0(lpl3 + o|pR + 02) (7
o

take the form

Bemeor+ YR woqpM 2462, (8)
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substituting (6) into (7), we get
R
e
+e3 2V %80 * ;0“('@) (‘5 "") 22 a_£
=

- o

+ o(lpu’ |2 +e?).

*,——‘a

Thus, our requirement (8) reduces to the equations
X
ae I (Gt )
s L)
B+ Dot (654 2]+ I 5-—”"-vo (10)
& 4 ab 8 3q’ 5 B dg °

being fulfilled.

(9)

Let ts iatrecuce the Sunctions

. .
z tq) = Zs‘lo“(q) E—;x(q). (1)

Expanding the functions O sr B By X0 X, T

into a Fourier series of the type it

-

Xx(q) = Zx(n) el(m.q)

and assuming for definiteness that
x(0) = 0, y(0) =0, (12)
we get for the remaining Fourier coefficients x(n), y (n), and z_ (n)

and constants &, @and & of the equation which are relavant to the deter-
mination

a(o) + qug“ =g, 13)

a(a) + (n,)) x(n] = 0 for n#0, (14)

by (0) + ) @@ (@g, + z (01 = 0, (5)
8

b (n) + Z%“*"; +z (n) + (n,1) y (n) =0 for aFo.(16)
8

It is eagy to see that the system (11) - (16) is unambiquously



$S

solved under conditions (3) and (4). Condition (3) is important in
the determination ¢f x(n) from (14}, and in the determination of Y, (n)
from (16). Condition (4) is important in the determination of &g
from (15). Since, as |n| increases, the coefficients of the Fourier
series of the analytical functions qz‘, A, and B have an order of
decrease not less than plhi,p < 1, then from condition (3) there
results not only the formal solvability of egnatiomns {13} - (16) but
also the convergence of the Fourier series for the fumctions X, Y _,

©and 2 o and the analyticity of these functions. The construction of

| further approximations is not associated with new difficulties. Only

: the use of condition (3) for proving the convergence of the recursions,
x:k), to the analytical limit for the recursion xa is somewhat more
subtle.

: The condition of the absence of “small denominators" (3) should
_ be considered, "generally speaking," as fulfilled, since for any

n > s - 1 for all points of an s-dimensional space A = (11, evash )
. except the set of Lebesque measure zero it is possible to fing c(a) ’
- for which

i
i

(A 3 c{r)
' In|"

 whatever the integers LT T were2. It is also natural to
‘considezr condition (4) as, "generally speaking,” fulfilled. Since

a
'PGB(O) Ld -&'—u- XB(O) ’
" where
) 2 2%

Aglp) = Tz——rs f f -——-dql.. dq

is the frequency averaged over the coordmat:e 9, with fixed momenta
r"l' -+«+ Pgs coOndition (3) means that the Jacobian of the average
‘frequencies over the momenta is different from zero.

Let us_turn now to a consideration of the special case where
_l(q, p, 0) depends only on p, i.e., Hi{g, o, 0) = W(p). In this case,
“for 8 = 0 each torus, Tp' consists of the complete trajectories of the
conditionally periodic movements with frequencies

oW

J\a(p) = 75-; -



If the Jacobian
axa
3ps

32w

J = PP,

a7

is different from zero, then it is possible to apply Theorem 1 to
almost all tori, T.. There arises the natural hypothesis that at small,
8 the “displaced tori" obtained in accordance with Theorem 1 £ill a
larger part of region G. This is also confirmed by Theorem 2, pointed
out later. 1In the formulation of this theorem we will consider the
region S to be bounded and will intrxoduce into the consideration the
set, M,, of those points (q‘o), p(o,) G for which the solution

qu(t) = fc‘t;q(O) ,9(0),0), pa(t) = G“(t;q(o) 19(0)09)

of the system of equations (1) with initial conditions :

9,0 =g, p@ =p

(]

(]
Y

leads to trajectories not moving out of region G with change in t from
-» ta v=, and condicionally periodic with periods A = A (g‘"’, %0,
i.e., it has the form

£.(t) = qz(eixlc'.._' elist), g 4t g'va(eialt,..., eilst)

Theorem 2. If H(q, p, 0) = W(p) and determinant (17) is not equal
to zero in region §, then for 8 + 0 the Lebesque degree of the set M

8
converges to the complete degree of region S.

Apparently, in the usual sensec of the phrase, “"general case” is
when the set M, at all positive ¢ is everywhere dense. In such a case
the complications arising in the theory of analytical dynamic systems
are indicated more specifically in my note.3
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