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The high-temperature step that is required in a manufac-
turing process can contribute substantially to the cost. A
technical cost framework (TCF) that allows trends in these
costs to be determined as a function of the essential vari-
ables provides opportunities for their minimization. The
basic variables are the furnace capacity, the operating tem-
perature, and the furnace construction. The dependent
variables are power, acquisition, and replacement. Infor-
mation from thermal and process models as well as the
furnace element life expectancy provides the functions
needed to conduct the minimization through the TCF. The
overall strategy is developed and illustrated with examples.

1. Introduction

ONE goal of manufacturing process development is the dis-
covery of a method for processing a material into compo-
nents or devices that attain explicit property and performance
specifications at minimum cost. These specifications usually
are established by the system level design strategy. Establish-
ing a methodology that links these aspects in a systematic
manner is elusive. One approach that provides focus and may
lead to a tractable methodology embraces a technical cost
framework (TCF). This framework interrelates parameters
from design and manufacturing through a structure that accepts
output from both process simulations and design calculations.
The approach is simple and direct. The challenge is to establish
a modeling environment that either calculates or measures the
input parameters with acceptable certainty. The concept is not
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informative in the abstract. Examples are needed to illustrate
the approach and the potential for its further development. An
illustration is presented for a product yet to achieve market
penetration primarily because of cost considerations.

The TCF approach is most applicable when the manufactur-
ing steps are clearly defined, albeit that several alternatives for
making an acceptable product may exist. Then, iterations and
optimizations that establish acceptable performance at lowest
cost can be performed. Often one step dominates the cost be-
cause of either expensive capital acquisition or high power
requirements, combined with long cycle times. Identifying this
step and finding approaches for substantially reducing the as-
sociated costs are the essential issues.

When a high-temperature step is involved, it often dominates
the nonmaterial contributions to the cost. There are many in-
novative means for addressing this cost challenge. In the pres-
ent article, various methods commonly used for heat treatment
are examined to facilitate a logical decision about the preferred
approach in any new manufacturing initiative. The philosophy
evolves around the expectation that the market for the products
is substantial enough to allow the furnace to operate at maxi-
mum capacity, with allowance for downtime required for main-
tenance and repair. Then, the cost consequences of operating
below capacity can be systematically addressed. The mix of
product geometries and properties that govern application are
considered to be sufficiently similar that property development
occurs in essentially the same way for all products, such that
yields can be controlled and characterized. When requirements
for a diverse product mix constrain the manufacturing process,
additional considerations may dominate over those addressed
in this article.

The present goal is to understand those aspects of the most
expensive manufacturing step that dominate product cost. One
corollary is to find approaches that minimize its contribution to
this cost. Another corollary is to provide a focus on alternative
processing routes that could circumvent this step. Important
questions must be addressed. Among the most obvious are:
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Notation
a thermal diffusivity of hot zone ty operating time per year
A numerical coefficient of order unity (Fig. C2) T temperature
Ay reference area (1/3 m?) T, reference temperature (1000°C)
b thickness of parts T inax temperature at which a deleterious mechanism
Bg parabolic oxidation coefficient initiates
B, power reduction coefficient for radiation shields T, goal temperature for hot zone
c oxygen concentration T, temperature at center of hot zone
c* reference oxygen concentration T, heating element temperature
Co initial oxygen concentration T, temperature at outside of hot zone
cp specific heat Ty melting temperature
Ca furnace acquisition cost T, furnace wall temperature
C. replacement cost for furnace constituents Ty temperature at which isothermal cycle time to
C, cost rate for floor space reach X = 091is 14
d grain diameter Tx furnace ‘‘rating’’ temperature (Table I)
D gap thickness between parts T heating rate
D diffusivity for oxygen defect in AIN Vo part volume
f furnace loading coefficient X relative magnitude of physical property (ranges
F(X) function governing evolution of physical from O to 1)
property X X, initial value of X
h heat transfer coefficient X vin minimum value of X according to product
h, h for radiation specifications
B h for natural convection AX,.. ~ maximum range in X according to product
H support thickness for hot zone specifications
J throughput X nax X in + AX ., maximum value of X according to
k Boltzmann constant product specifications
k* reaction rate constant Y process yield (ranges from 0 to 1)
K, fracture toughness of heating element material $ cost per part
I heating element segment length $ contribution to $ from raw-material price
L furnace length 3 contribution to $ from power use
n power law creep exponent $, contribution to $ from furnace acquisition
N number of parts per batch 3. contribution to $ from replacement of furnace
p partial pressure constituents
P power usage Se cost coefficient for furnace acquisition
Q activation energy for thermally activated process $y cost coefficient for heating-element replacement
Q. @ for creep of heating element $au cost coefficient for muffle
Or Q for furnace failure mechanism 8, cost coefficient for support structure
Qo Q for oxygen diffusion through silicate A3 manufacturing cost per part: $;, + $, + $;
O Q for process that dominates property o cooling time proportionality constant (~1)
development B rating temperature exponent (~2)
R furnace hot zone radius v strain rate
Ry, insulation radius Yo reference strain rate (3 x 107%s)!?
R, reference radius (1/3 m) 3 insulation thickness
R, radius of radiation shields 3* critical creep displacement for short circuiting
R, outer wall radius &€ emissivity
R, largest furnace size for high yield b, cost of electricity
s ratio T,/T,, m furnace capacity fraction
t time K thermal conductivity
th depreciation period for furnace acquisition K; k for furnace insulation
t, furnace heat-up time Ko effective k for furnace hot zone
t furnace constituent lifetime Ka k for AIN product
1o reference time for property kinetics A R?/at,
tq reference time for cycle (3 h) p density
R reference furnace lifetime (1000 h) o Stephan—Boltzmann constant
t downtime for replacement and refurbishment T stress
I, cycle time T reference stress for creep (1 MPa)
tF firing time for furnace of radius R, { coefficient related to number of radiation shields
1y downtime for stacking S annual production

|




April 1998

(i) Should continuous or batch processes be used?

(ii)) 'What furnace construction should be used?

(iii) How large should the furnace be?

(iv) How rapidly should the heating and cooling be per-
formed?

(v) What peak temperature should be used and how long

should it be sustained?
Answering these questions and realizing this goal are facili-
tated by having thermal models for each high-temperature step.
The level of modeling needs only be informative about the
trends and the scaling. Coefficients in the models then require
calibration before the cost analysis can be implemented.

Emphasis is given to batch processing, most relevant to the
moderate annual production rates envisaged for market intro-
duction strategies. Accordingly, the parts are installed in the
furnace, which is then heated to the required temperature and
cooled. In some cases, the parts can be raised and lowered into
the furnace, which is maintained at a fixed temperature. The
associated (lengthy) cycle time adds appreciably to the cost per
part; however, the cost remains lower than that for continuous
processes because of the lower capital expenditures. Vertical,
bottom loading furnaces (Fig. 1) have been selected for this
analysis because of their robustness in manufacturing against
operating damage and their advantages in controlling yields, as
elaborated below.

This article is organized in the following manner. In Section
11, the basic cost framework is identified. In Section III, all of
the parameters needed to complete the cost model are defined,
and, in Section IV, simple steady-state scaling results are de-
rived that offer initial insight about some of the more obvious
trends. In Section V, a thermal analysis is performed that pro-
vides two essential relationships: the power requirements and
the temperature gradients in the hot zone. In Section VI, fur-
nace categories are outlined, and an assessment of acquisition
and replacement costs is presented. In Section VII, furnace
failure modes are examined and expressions given for the
maximum operating temperatures, as well as the expected life.
In Section VI, the kinetics of property evolution are assessed
and used to obtain expressions for the cycle time. In Section
IX, yields are analyzed, and criteria for attaining high yields in
batch operations are provided. Finally, in Section X, cost simu-
lations are presented.

II. Technical Cost Framework

The basic cost formulation has the simple form!'=>

E cost rate
1

cost al

ﬁz material +thrTghput_ (H
where

throughput = number of parts

cycle time

The summation is over all process steps. For each step, the
contribution to the cost per part, $, can be expressed from Eq.
(1) as

sos,+ 0 G
= + —_—

m TN @)
where $,, is the price of the materials per part, ¢, the cycle time,
N the number of parts made in that cycle, Y the associated
yield, and C; a cost rate. For a high-temperature process step,

C, is given by
. C, C .
C,»:P<1>u+——+2<—l“)+d>A+CK (3)
In 7 I

where P is the power requirement, ¢, the utility cost, C, the
acquisition cost for the high-temperature system, f, the sys-
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Fig. 1. Schematics of (a) the vertical cylindrical furnace and (b) the
parts loading addressed by the analysis.

L

tem’s depreciation interval, C_ the cost of replacement furnace
parts, and ¢ their life expectancy, Y, the overall furnace con-
stituents susceptible to failure, ¢, the labor rate, and C, the
cost rate for floor space. For present purposes, labor and floor-
space costs are not considered. Their exclusion does not infer
that they are unimportant. However, it recognizes that, once the
throughput has been established and the other relevant times (¢,
and 1r,) determined, their contributions to $ are straightforward
to calculate. These costs must, of course, be included in the
final cost determination for each product, as elaborated in Sec-
tion X.
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Equation (2) provides a basis for rephrasing the questions
identified above.

(i) How does the goal temperature in the hot zone, T,
affect each of the terms that contribute to the cost per part, and
is there a temperature at which $ has a minimum?

(ii) How does the furnace size or hot-zone capacity of ra-
dius R affect each term, and is there an optimum size?

(iii) Are there characteristics that define the influence of
the hot zone design on $?

It is shown that the salient hot zone characteristic is its effective
thermal diffusivity, a.

Consequently, T, R, and ¢ are the primary variables in the
problem. Functions must be developed to simulate the costs
and to find cost minima that relate these variables to the power,
the cycle time, the acquisition costs, and the life expectancy.
These functions are developed in the remainder of this article
and then are used to perform cost simulations.

III. Parameter Definitions

The technical cost model (Egs. (2) and (3)) contains nine
different parameters that all interrelate. The challenge in for-
mulating and implementing the model is to define relations
between these parameters and the variables. Initially, this is
done in the simplest manner that contains the essential mecha-
nistic information: complexity always can be added. That is,
first-order scaling relations are developed by inputting these
parameters into Eqs. (2) and (3), subject to processes that op-
erate predominantly in steady-state, with time-invariant, uni-
form temperatures in the hot zone. Subsequently, the crucially
important effects of heat-up transients are incorporated.

The furnaces to be considered (Fig. 1(a)) comprise vertical,
bottom-loading configurations with a cylindrical hot zone, cir-
cumvented by a muffle tube, heating elements, and an outer
jacket. The furnace length is considerably larger than the outer
radius, so that the end effects can be neglected. Consequently,
the temperature does not vary along the active length. The parts
to be processed in the furnace are considered to be small. They
also are spaced closely to assure maximum throughput (Fig.
1(b)).

The three basic variables for such furnaces that affect the
cost are the furnace hot zone radius, the operating temperature,
and the price coefficient for the furnace construction materials.
Functions are required that enable the parameters in Eq. (1) to
be expressed in terms of these variables.

(1) Part Loading

The number of components per batch depends on the hot-
zone radius, in accordance with
fRL
N=—"r 3
v (3)

P

where L is the furnace length, V, the volume of each compo-
nent, and f a space-filling parameter. For a large number of
small parts, fis in the range 0.3 to 7, dictated by the support
configuration.

(2) Cycle Time

The cycle time has several contributions. The first, ¢, re-
quires elaboration. It represents that part of the manufacturing
step needed to heat up the parts and hold them long enough to
reach the property specification. When governed by a domi-
nant, thermally activated mechanism operating in the body, this
time is exponentially dependent on the temperature:

Lot exp(%) (4a)

where @ is the activation energy, k the Boltzmann constant,
and ¢, a reference time dictated by either a diffusion distance or
a reaction-rate constant (Section VII). When more than one
mechanism operates during the cycle, Eq. (4a) refers to that
mechanism affording the principal contribution to t,. Accord-
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ingly, Q, and #, may be either mechanistic or empirical, as
elaborated in Sections VIII and IX.

A property requirement must be introduced to develop Eq.
(4a). X is defined for this purpose as that fraction of the reai-
izable property of the product attained during the process cycle
(0 = X = T). Under isothermal conditions at temperature T, the
property X develops with time such that

t -0,
F(X)= " exp( T ) (4b)
The function F(X) reflects the dependence of the property X on
the thermally activated process. Several examples of this rela-
tion based on explicit mechanisms are derived in Section VIII.
Throughout this article, we use the following normalization of
Eq. (4b):

i ol 7))
FXg) 1o TPk \T, T ()

where tg and T are reference values such that T, is the iso-
thermal temperature required to bring the product to X, in time
to. (In subsequent numerical examples #, = 3 h and X5 =
0.9.) The reference temperature, T, can be either calibrated by
experiment or obtained from models. It follows from Eq. (4¢)
that #, is the time needed to achieve the property X at constant
temperature, 7.

va ¢l 7)]

.=t expl — | =m— = 4d
TRFxy TP R\TT T, )
A second contribution to the cycle time is that needed to cool
the furnace. This time is considered to be proportional to 7, with
a proportionality constant «, or order unity. A third contribu-
tion, f, is the time needed to stack the parts between each
production run. A fourth contribution is the downtime, ¢,
needed to replace furnace constituents when they fail. These

times combine in the manner elaborated below.

(3) Furnace Life

The Iife of the furnace parts, #,, has a form similar to Eqs,
(4), but with different activation energies and different refer-
ence times determined by failure mechanisms. These mecha-
nisms are typically creep, oxidation, or fracture, as discussed in
Section VII. The corresponding expression for the life under
constant T conditions is

) Opf1 1
h.=fg exp| - 7T, (5)

where fy, is the reference failure time at temperature 7Ty and Q.
the activation energy. Here, t is taken to be 1000 h and Ty is
the maximum operating (or rating) temperature for the furnace
(see Table 1).

(4) Throughput

The throughput, j, based on one firing cycle, expressed as
parts per unit time is

N

j=ET———— (6)
(1+a), +1,
Table I. Summary of Furnace Parameters
N Sy
Ty O (x10? (x10?
Category Elements (°C) (kJ/mol) dollars) dollars)
Nickel(chromium) 1000 170 50 2
I SiC 1500 220 70 4
MoSi, 1700 130 70 4
Tungsten 1900 500 380 40
II Molybdenum 1600 350 380 30
Tantalum 1500 280
1 Graphite 2800 150
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The annual production, {, without downtimes for furnace re-
pair, is { = jty, where ry is the operating time per year.

(5) Power Requirements

The power requirements depend on the temperature used to
develop the properties and the furnace design. When T is large
and radiation shields are used to lower the heat flux into the
environment, the steady-state power (derived in Section V)
scales as

P=0eRLT¥ (7a)

where ¢ is the Stephan-Boltzmann constant, & the emissivity
of the furnace constituents, and { a parameter of order unity
that depends on the number, n, of radiation shields (see Eq.
(14)). The corresponding result from Section V for a furnace
that uses ceramic insulation to reduce the power is

e 27Tk LR,
5y

where 8, is the insulation thickness, k; its thermal conductivity,
and R, the outer wall radius.

(7b)

(6) Acquisition Costs

Basic results for acquisition costs have been developed for
the long, vertical, bottom-loading furnaces of present interest
(Fig. 1). The three major scaling variables are the hot zone
radius, the furnace length, and the ‘‘rating temperature’’ for the
furnace, Ty. The latter represents the temperature above which
the furnace has unacceptably short life for the reasons dis-
cussed in Section VII. This temperature is determined largely
by the materials used to construct the heating elements, the
insulation, the radiation shields, and the support structure.

The relations used are based on information provided by
furnace vendors. In all cases, the costs vary linearly with the
length, L. Otherwise, the following relation has been found to
characterize acquisition for a wide range of furnaces, as dis-
cussed in Section V:

CAzR—L(E)B[$A+$MU+ (5)35] (8a)
AO TA RA ’
where

$a=%:+3%, (8b)

and where A, is a reference area (1/3 m?), T, a reference
temperature (1000°C), B an exponent larger than unity, and R,
a scaling radius (1/3 m). As elaborated in Section VI, the ex-
ponent B = 2. The price-scaling coefficients depend on the
construction materials. The overall price, $,, is in the range
$70 000~$400 000. The overall price includes the cost of the
heating elements, $,,, plus the furnace itself, $z. The latter
incorporates the controller and the loading mechanism as well
as other ancillaries (such as vacuum pumps, when necessary).

The coefficient $,4, refers to the muffle tube, when used.
The coefficient $, refers to the support structure. The structure
cost scales with the hot zone volume. Information regarding
this coefficient has not yet been acquired. It will be addressed
in further studies.

(7) Replacement Costs

The corresponding result for the replacement of failed com-
ponents can be obtained from Eq. (8) using the coefficients, $;,
$mu» and $,. However, different lifetimes apply to each furnace
constituent, so that these cost coefficients must be qualified by
the appropriate 7.

(8) Yields

The process yield, Y, is determined by material heterogene-
ity, by thermal] gradients, and by gas-phase compositions.
These issues are addressed in detail in Sections VIIT and IX. Y
is considered for preliminary scaling to be determined exclu-
sively by material heterogeneity: typically of order unity.
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IV. Scaling Relations

The following expression for the various contributions to the
cost per part is derived under the assumption the furnace is
operated at a constant temperature, 7. Although this is clearly
not the case, justification for its use as a scaling approximation
is given in Section IX. Introducing Egs. (3)—=(8) into Eq. (2),
with ¥ = 1 gives

$=3%,+A% %)
where
AS=8%,+3,+8,

$,, refers to material price, $; to power costs, $, to acquisi-
tion of the furnace, and $, to replacements. The characteristics
of each are as follows:

(i) The material cost is

S = VopS (10)

where p is the density and §
material.

(ii) For a furnace with radiation shields, Eq. (7a) with Egs.
(3)-(5) gives

oeld 1T 0. /1 1
5= o 7| (e

where A, = f/V,. If the furnace has ceramic insulation,

$ _ZWKId)u(RO/BI)tQT Q1 1
e A, KR E\TT T,

(iii) The contribution from furnace acquisition is

the price per kilogram for the

mart

(11b)

o SAT/T,P

2 AoRAGNpown N
where N, is the number of batches between downtimes (N, =
1 /t), and Npgwn the number of downtimes for furnace

constituent replacement within the depreciation period, fp,
given by

(12a)

Ip
Noows = N T ¥ oy, + 10+ 1, (125)

(iv) The cost associated with replacement of heating ele-
ments is
B ZQ$H(TR/TA)2[F(X)/F(XQ)]
AT trARA,

) )
KPR\ T T, (12¢)

There are similar expressions for the failed support structure
and muffles.

The total annual production (parts per year) accounting for
downtime is

t R2L/V )iyt
{=NN, (/i DIyl

Y
tn POVNTUNIQ + ) 1]+ 2,

These scaling rules provide the following straightforward
cost implications. Recall, however, that transients, as well as
mechanism transitions and other important effects not ad-
dressed in the steady-state analysis, have new implications.

(i) Smaller components decrease all cost factors by in-
creasing the throughput.

(i) The higher the temperature, the smaller the power use
cost contribution; i.e., the temperature exponential in the cycle
time (Eq. (4)) always dominates over the temperature depen-
dence of the power (Eq. (7)). However, in most cases, there is
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a temperature limit, corresponding to the temperature 7,,,, at
which a transition to a deleterious mechanism occurs. This
limit is discussed in Section X. The influence of temperature on
$, is contingent on the rating temperature, 7. When T << T,
$, decreases as temperature increases, because of the effect of
T on the cycle time (Eqs. (4) and (12a)). However, when T
approaches Ty, a new construction material for the furnace is
needed, and there is a step function increase in $,. Such con-
siderations dominate the initial choice of the manufacturing
method.

(iii) Larger furnaces reduce all nonmaterial cost coeffi-
cients. However, temperature gradients that result from bring-
ing the furnace up to the goal temperature adversely influence
the cycle time as the furnace size increases. The influence is
manifest in the yield, through the property specifications de-
scribed in Section IX. There also are limits set by furnace
failure mechanisms, such as creep and fracture, and by the
fabricability of the furnace construction materials, discussed in
Section VI.

V. Furnace Models

(1) General Considerations

A thermal analysis is performed with two objectives:

(i) Establish expressions for the power required in steady-
state operation, as functions of the hot zone temperature, T, its
radius, R, and the insulation strategy (radiation shields or ce-
ramic insulation).

(ii) Provide an approach for scaling temperature gradients,
as well as power needs, during heat-up transients, as functions
of the goal temperature, 7 ,; the ramp-up time, #,; and R. Steady
state is featured in the initial analysis for two related reasons:
the expressions for the power facilitate scaling and the power
demands in full operation are almost comparable to those for
steady state.

Steady-state operation is defined in accordance with the fol-
lowing features. The temperature everywhere in the furnace is
time independent. The hot zone temperature is spatially uni-
form and lower than that at the heating elements (Panel A).
Such uniformity is applicable either when the elements are
cylindrical and essentially continuous or when a thermally con-
ductive muffle is used. When there are significant gaps be-
tween the elements and there is no muffle, a radiative flux
through the gaps causes circumferential nonuniformities in the
outer areas of the hot zone. The effects of these nonuniformi-
ties are not addressed here.

The parts are placed inside a muffle tube of emissivity &,
(Fig. 1). Either multiple heat shields or insulation strategies are
used to reduce the power requirements. The gases in the fur-
nace are transparent, with no absorption and emission of ra-
diation. The furnace has uniform, initial temperature. Elements,
of radius R,, having emissivity g, are heated by electric current.
The outer surface temperature, T, is dictated by cooling.

Because the furnace contains many closely spaced parts
(Fig. 1(b)), the flux within the hot zone is governed by con-
duction through the support structure and the parts, as well as
by radiation across the gap. When the gap is narrow, the latter
can be represented by an effective thermal conductivity, as
elaborated in Panel A. Accordingly, the fluxes in the hot zone
can be characterized by an effective thermal diffusivity, a,
dictated by the parts, the support structure, and the gas flows
(Panel A). In practice, this assertion needs to be assessed by
calibration experiments performed on a prototypical furnace
with the part loading appropriately scaled.

A furnace comprising radiation shields and a cooled outer
wall is examined first, with the objective of determining the
relation between the power, the temperature, the furnace ra-
dius, and the number of shields. A comparison is made between
the heat flows caused by radiation and convection. A furnace
with ceramic insulation then is considered, with the insulation
thickness as the new variable.
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(2) Steady State

(A) Radiation Heat Transfer: Radiation imposes a heat
load on the furnace outer wall, with shields creating a resis-
tance in the heat path. In steady state, with zero flux within the
hot zone, the heat transfer between the heating element and
shield 1 must be the same as that between shield 1 and shield
2, and so on. Thus, when thermal radiation is the only heat
exchange mechanism®® and there are n shields,

P(n) B 2mwRa(T* - T?)

L "1 R(l |
5+R1 g
1 R, (1 |
8i+R2 '5'1_

2mRa(T4% - T2
=T 7 < (13)

I R, /1 .
===
g Ry\e

where P is the heat loss and o the Stefan-Boltzmann constant.
The transmissivity of the surfaces has been assumed to be zero
in deriving Eq. (13) so that their reflectivity can be expressed
as 1 — &

The heat loss with multiple radiation shields and with pre-
scribed temperatures, 7" and T, is obtained from Eq. (13) as

P(n) 2mRo(T*-THB,

L 1 R/I
e+R, ei_l

where n is the number of shields. Results for the coefficient B,
are given in Panel B. When normalized by the power use from
a furnace with one radiation shield, the results depend only on
n (Fig. 2(c)). The following simple approximation is obtained
as a fit to the full numerical results:

P.(n) 14b
[= A = 1.35 exp(—b,n) (145)

where b, = 0.3. Tungsten is much less effective than molyb-
denum in retarding the overall heat loss, because its emissivity
is typically 3 times larger.® Graphite, with an even larger emis-
sivity (e = 0.8), requires considerably more power.

(B) Natural Convection: Within the annulus between two
vertical concentric cylinders, radii R, and R,, having isothermal
wall temperatures T, and 7,, convection cells affect the heat
transfer, such that the radial heat flux is®®

P 2n(T, - Tk
ne _ ( i 2) e (15)
L In (R,/R,)
where the effective thermal conductivity of the gas, k_, is re-
lated to the Nusselt Number, Nu, by® k, = Kk Nu, where Ky is
the actual thermal conductivity of the gas. For most furnaces,

Nu =0.073(Ra)'"” (16)

where Ra is the Rayleigh number,
_ ng(Tl - )R, - R, )

OygVy

(14a)

Ra

where g is the gravitational acceleration, 3, the coefficient of
thermal expansion for the gas, v, the kinematic viscosity of the
gas, and a, the thermal diffusivity of the gas.

The overall heat flux associated with radiation and natural
convection is

P=P.+P,
hnc
=27(T, —Tz)hr(l +h—> (a7

T
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Panel A. Fluxes in the Hot Zone

Thermal transport into the hot zone is clearly a critical
factor in controlling the yields and the cycle times. There
are numerous possible scenarios involving conduction, con-
vection, and radiation that depend on the overall geometry
and the manner in which the devices are loaded into the
furnace. The parts loading and the materials are the crucial
factors for a long cylindrical furnace dominated by radial
heat fluxes. As a beginning, a construct is used that repre-
sents the batch processing of relatively small devices where
gas dynamics are of secondary importance. The role of gas
flows is considered elsewhere. In such cases, for high
throughput and lowest cost, the parts are loaded into the
hot zone as close to one another as possible. The schematic
on Fig. 1(b) is intended to visualize this situation. The prin-
cipal consequence is that the gaps between the support
structure and the devices are small, with implications for the
role of radiation. That is, radiation can enter only through
these narrow gaps and propagate along the gap by internal
reflections.

The use of a muffle tube is considered because of its
benefit in equilibrating the temperature at the outer diameter
of the hot zone. Although this adds to acquisition and re-
placement costs, it increases the yields. Here, the latter is
assumed to have the larger effect, with an overall lower cost
per part (relative to a furnace without a muffle). This choice
enables the temperature upon heat up to be controlled at the
muffle and used as a means for assuring high yields in
accordance with the arguments presented in Section IX.

The temperature distribution for this scenario can be rep-
resented by the effective thermal diffusivity, @, as used in
the text and elaborated below. Accordingly, measurements
of temperature made on a prototypical furnace should scale
with radius in a manner consistent with Eq. (20b). Such
measurements constitute the essential test. A coarse esti-
mate of the diffusivity is made using a composite model. In
practice, the diffusivity needs to be measured for the furnace
and parts loading to be used in manufacturing. The principal
flux comprises conduction along the support structure. The
parts tend to have a very low conductivity because of po-
rosity and small intrinsic material conduction. Conse-
quently, heat conducts into the hot zone through the sup-
ports and then diffuses upward into each individual device
(as well as downward from the radiation). When the devices
are small (thin), relative to the hot zone radius, they rapidly
equilibrate their temperature to that of the underlying sup-
port material. Supports are typically made from SiC, Al,O;,
or refractory metals. All of these materials exhibit conduc-
tivities that decrease with increase in temperature. The con-
ductivities, k., at high temperature are'# 5-20 W/(m-K) for
ceramics and 30-80 W/(m-K) for refractory metals.

If the radiative flux is ignored and the conduction occurs
only through the supports, the effective conductivity is simply

Ky = VK, (A-1)

““HYD+b

where H is the thickness of the supports, & the thickness of the
parts, and D the gap size (Fig. 1(b)). Typically, v, is ~0.2,
giving k, of order 1-20 W/(m-K).

The effect of the gap can be characterized by an equiva-
lent conductivity k, dominated by radiation and approxi-
mated by?3

OR(To + TH T + T)
Ke ™ 1 | ) (A-2)
@ + 2(; -1

where € is the emissivity of the surface and % the radiation
factor that depends on geometry. For a parallel plate con-
figuration with a narrow gap, the data in Jacob®® suggest
that

D 1/3
- d A-3
R, Q65(R> (A-3)

Inserting some typical values leads to the range plotted on
Tig. Al. Clearly, radiation can be as important as conduc-
tion at the higher temperatures. When it is significant, this
contribution to the effective conductivity can be included by
using

Ko = VKo + VgKy (A-4)
where
D
e "D+ H+b

The muffle temperature, 7., is used here because the con-
trol surface differs from the heating element temperature, 7},
(which controls the power and the element life), by a factor
s, dictated by the geometric configuration:

T, =sT, (A-5)

When the heating elements are cylindrical, with radius r,
and separation A, heat transfer is dictated by radiation:

1/4
o= (i> (A-6)

2rne

This factor is typically of order 1.1-1.3.

Fig. Al. Effective gas-phase thermal conduction caused by ra-
diation, as a function of the gap size.
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Panel B. Coefficients for Heat Transfer Functions

The coefficient B, in Eq. (14) is determined according to where
the following results. For n = 3,

2 2 C% (Cf)z (dl 3 ”
[Ta -4y =116t V\te) ~ ?)
1

i—

s 13
1~ (1-ApA, 3 [ 2 (c%)z <d1)3]
—_ _—+ —_— —_ _
16 16 3

3
[Ta-4)
i—1

B =(1-A)),B,=

The coefficients for Eq. (B-6) are,

- (B-1)
I-(1-4A)A;, - (1-Ay)A, as+a,
¢ =
For n > 3, Ya 4a,
(1-A,) p __a1T4+a2Ti+a3T+a4To (B-8)
Bk 2—1 Dk s 1= a, + az
B, o (B-2) with
ga - A) o
. o DET R, (1
When there is only one radiation shield (n = 1), _+El <_- 1)
£ £
1 R, /1
— 4+ km], (__. — 1) _ GRO
A = fi_ o\ QTR
2 1) R 1 Rl(‘ | (B-3) 8_+R_ 8——1
i_ +R8+R0 80_ © : '
Ke
The corresponding A; coefficients for n > 1 are a="p
I
1 R (1 ) In—=
—+—=|—=-1
£ R2 2 +
Al = Ke
2 R/1 R [1 (B—4) ay="p
e VT ReTR e ! In =2
1 2 i Rl
and, fork = 2,3, ..., (n - 1), When the furnace is insulated, the equation governing the
1 R ( 1 1 ) temperature T}, is
g Ry Ei_ 4 < 1) ( fi )
= To+ |7 | To— | To+7T,]=0 B-9)
A (2 ) R 1 Rk(l ) SRV A S A
——1]+ -+ ——
& Rire Ry \& where the coefficients f; and f, are given below. The solu-

tion to T, that satisfies both Eq. (B-9) and the condition

The coefficients D, appearing in B, when 6 = k > 3 are T>T,>T, is given by

given by
Dy=~(1-A)As+ (1 -A1 - A3)AA,

V2 (_q+ fe2_ qz) (B-10)
Dy =~ (1~ AAs + (1 - A)(1 — A)AA, 2 q

+ (1 —A NI —ADALAs where
De=—(1—As)Ag + (1 — A3)(1 — A5)ALAe 2 EACIFRS L3
(1= A3)(1 - AAst + (1~ A1 - AAsA, i 2y (é) (%)
+(1=AD(1 - A3)(1 - A5)AAA, (B-5)
The results for D, when k > 6 contain lengthy expressions 2 AN /d,\? e
and, hence, are omitted for brevity. - - E+ — | - (;)
The radiation shield temperature can be rewritten as a 16
fourth-order governing equation with 7 the only unknown: with ¢, = fi/fy and d, = —(T* + ¢,T,). The coefficients for
Ti+e,T)+d, =0 B-6) B4 (BHare
where the coefficients ¢, and d, are given below. The so- =k l+ & i 4 R In & —
lution to Eq. (B-6) must be bounded by T and T, and is T e R\ &, "R,
found to be
Al O o]
=|=+5 | —- —=2+——+—=|—-
T :\/E(—p+\/§p2) (B-7) 2 g Ry \& g Re R, \g,
) p (B-11)
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Fig. 2. Power use per unit length as a function of the number of
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radiation shields: (a) 1700°C hot zone, (b) 1300°C hot zone, and (c)
normalized by P for one shield (hot zone, R = 1/3 m, and outer wall
temperature, T, = 100°C).
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where the heat transfer coefficients are obtained from Eqgs. (14)
and (16) as

aR (T, + Tz)(T% +73)
1 R /1 1)
—_g— | — =
g Ry\g,

(Rz_Rl) (Tl “Tz) 172
£ln (R,/R)) &
The walls are at a much lower temperature than either the

heating elements or the radiation shields, whereupon T, << T}.
Hence, the heat transfer ratio reduces to

and

By = 0.073k

Velte

hoe  0.073(k,/0e)(gBy/vyory)' *(Ry/R))

1 - (R,/R,)*
h T%%1n (Ro/R,) L /R

(18)

A plot of h, /h. as a function of temperature for a nitrogen-
gas atmosphere (Fig. 3) indicates that convection generally can
be neglected when the hot zone temperature exceeds ~1300°C,
whereupon Eq. (14) is the requisite expression for the power.
Otherwise, both contributions must be considered, and Eq. (17)
is needed to account for the power demands.

(C) Insulated Furnace: 1If a furnace has an insulated outer
wall, temperature 7\, radius Ry, and a single radiation shield, at
temperature 7, heat balance subject to a high heat-transfer
coefficient at the surface yields®®

P, _ 2nRo(T* - TY

L1 R/ |
£+R1£4_

1

27R, (T - T})
1 R/ :
8i+Rb Sh_

19)

The temperature of the insulation is derived in Panel A,
enabling the effects of insulation thickness, 8, = R, — Ry, to be
determined (Fig. 4). Here, the insulation material is taken to
have a thermal conductivity, k, = 0.5 W/(m-K), representative
of porous or fibrous ceramics.!® There is a dramatic reduction
in the power use as the insulation thickness increases, compa-
rable to a multiple-radiation-shield furnace with no insulation
(Fig. 2). T, is considerably higher that 7, and about equal to T

E
.« ]
|
0 LEJ;J N I SN N NN N VY VU SO AN S S NN SN T S :
1000 1200 1400 1600 1800

Hot Zone Temperature, T (C)

Fig. 3. Relative effects of conduction and radiation on the heat-
transfer coefficients.
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Fig. 4. Power use per unit length for a furnace with ceramic insula-
tion.

when the insulation is thick enough to cause a beneficial de-
crease in the power. Accordingly, in a well-designed furnace,
the power demands given by Eq. (19) can be approximated by
replacing T, with T.

(3) Temperature Gradients in the Hot Zone

There are temperature gradients in the hot zone during the
heating transient (see Fig. 5). Expressions for these gradients
are derived for conductive flow with temperature control im-
posed at the muffle or, equivalently, at the outer diameter of the
hot zone. Then, the gradients can be explicitly determined by
considering only the inward heat flows. The outward flows
determine the power requirements. The differential equation
governing inward heat flow controlled by conduction is®°

§*T 14T 14T 200)
ar2+r ar a “

where r is the distance from the center (see Fig. 5) and a the
effective thermal diffusivity of the hot zone (Panel A).

Representations exist for the solution to Eq. (20a) under
temperature histories prescribed at r = R.%° A special case of
interest is a hot zone at uniform initial temperature, T, at ¢ =
0, with the temperature at the outer perimeter (r = R) increased
abruptly to the goal temperature, T, and subsequently held
constant. The interior temperature lags that at the perimeter,
with the temperature at the center, 7, being the lowest. The
temperature increase at the center of the hot zone relative to
that at the perimeter is given by

T.-T, - , at
T.-T, |~ p exp(—w,, Rz) (20h)

n=1

where the first four values of ¢, are 1.6020, -1.0648, 0.8514,
and —0.7296 and of w, are 2.405, 5.520, 8.654, and 11.792.
(The infinite sum equals unity for ¢ = 0.) The nondimensional
time variation from Eq. (20b) is plotted in Fig. 6. The expected
range for R?/a needs to be identified to address the time for T,
to approach T,. Furnace radii lie between 1/10 and 1 m (Sec-
tions VI and X), whereas the effective thermal diffusivity
(Panel A) is in the range 107-10=° m?/s. Thus, the catch-up
time (which scales with R%/a) can be as short as an hour or as
long as several days.
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Fig. 5. Schematic illustrating the radial temperature distribution
upon heat up within a long cylindrical furnace (see Fig. 1).
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Fig. 6. Effects of nondimensional heat-up time at/R? on the tempera-
ture difference between the muffle and the hot zone center.

The size of the furnace must be chosen such that the product
at the center attains property goals that differ from those at the
perimeter by no more than a specified amount. An analysis
leading to a specific choice is given in Panel C, and the result
is presented in Section IX.

(4) Power Usage

Analysis of the temperature evolution and heat flow outside
the muffle is needed for calculating the power supply to the
heating elements. The result is

2R, (T ~TY) 2w XT, - T.)
P(ty= +
1 R,/ | R,
sh+ R\e, In R

m

2mR(Th—Tg) 2wkCN(T, - T,)
+

1 Ry/1 | | R,

] 0

€, Ry\ey ! Ry,
where the first two terms refer to the inward flows from the
elements to the muffle, and the remaining two represent the
outward flow (Panel B). Numerical results are plotted on Fig.
7 for selected values of hot zone conductivity, which deter-
mines Ty(t). Typically, a power surge is needed at the begin-
ning to achieve a constant heating rate at the muffle. The ex-

cess power is needed because of the flux drawn into the hot
zone. However, the power requirements soon diminish toward

(21
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The objectives stated in Egs. (34) and (35) require that the
properties of the product lie between X, and X,,,,, = Xipin +
AX, ... The cylindrical furnace is considered long enough
such that end effects can be neglected. Gradients in the axial
direction are ignored. The initial temperature at t = 0 is Ty,
As discussed in Section IX, a good estimate of the largest
efficient furnace is provided by the determination of the hot
zone size for which the outer perimeter temperature is in-
creased directly to the goal temperature, T, simultancously
achieving X, at the center and X, ,, at the perimeter when
t = t* Because the temperature is constant at T, on the
perimeter (at r = R), the relation between ¥ and F(X,,,,)
from Eq. (26¢) is that given in Eq. (38).

The temperature history at the center of the hot zone, T,
is given by Eq. (20b). The radius R = R, such that F =
F(X..in) at the center at 1 = 1 is sought. By Eq. (26¢), this
condition is

r Q 1 1
o= ool (%) (5-7) o
Q ¢
(C-1

Combining Egs. (38) and (C-1), this condition can be re-
written as

F(Xmin) /
F(X =Af 01 i exp[—gA§)] d& (C-2)

max)

where ¢ = Q/aT,, A = Ri/ar¥, and

(T, — To) D¢y exp(—wZE)
n=1

A& = " (C-3)
T~ (Ty— TO)E Cn exp(—u)ig)
n=1

The function f{(§) derives from the solution of Eq. (20b) for
the temperature at the center.

Numerical evaluation of F(X i, /F(X,n.x) as a function of
A using Eq. (C-2) reveals that the dependence is essentially
linear in A for values of F(X i, )/F(X,.x) between 1/2 and 1
(Fig. C1). An asymptotic expansion of Eq. (C-2) for small
A can be performed to obtain the coefficient of the linear
term in A. As A becomes small, (1 ~ 7y/T,.)c, exp(—wzE) is
the only term from f(§) that makes a contribution to Eq.
(C-2). With this substitution in Eq. (C-2), evaluation of the
resulting integral for small A gives

FXmin)
F(Xmax)

=1-AA(z) (C-4

where

v+In(z)+ E(2)
(=TT
W,

Panel C. Furnace Size for Specified Properties

and

o2k
Z=0C) kT*<]_T*) (C*S)

Here, v = 0.57722 (Euler’s constant), ¢, = 1.602, w, =
2.405, and

= [ et

which is the exponential integral. Numerical values of A are
plotted on Fig. C2, which shows that A depends only weakly
on z and is within the range 0.6-1 for systems of interest.

In summary, with R = R, Eq. (C—4) provides the size of
the furnace, given the desired property limits specified by
X in and X, assuming that F(X,; )/F(X,,.x) is not less

max?

than about 1/2. The result is given in the text (Eq. (39)).
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Fig. C1. Property ratio (maximum to minimum) as a function of
the nondimensional furnace size for various activation energies.
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Fig. C2. Activation energy coefficient, A, for at the cost mini-
mum.

a constant level, given by the steady state, well before the end
of the heating cycle.

VI. Furnace Constructions

Decisions about the design and operation of the furnace
involve interplays between cycle time, furnace capacity, and
constituent failure modes, as affected particularly by the con-

struction materials. The basic furnace construction depends
upon the gas-phase and temperature requirements in the hot
zone, with important consequences for cost. That is, when
stringent controls are imposed on the gas phase to satisfy prod-
uct performance specifications at high yield, furnace design
becomes paramount.

In the absence of first-principles methods for determining
furnace costs, the following strategy has been adopted. Infor-
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Fig. 7. Power requirement for attainment of a specified heat-up rate
at the elements, plotted for two levels of the hot zone thermal con-
ductivity: (a) k, = 1 W/(m-K) and (b) k, = 20 W/(m-K).

mation about purchase prices has been obtained from a range of
vendors. These prices have been analyzed for the three con-
structions described below (Table I). Such analysis has re-
vealed that, for purposes of cost simulation, the information
can be expressed in accordance with Eq. (8):

RL( Te )B
Cp= A\, {3+ %) (22)

There is a direct scaling of C, with the length, L, because
short furnaces are combined to form longer furnaces. The price
appears to scale about linearly with the hot zone radius, R,
because of the increase in the amount of material needed. There
is a major influence of the construction materials, reflected in
the rating temperature, Tx. That is, the higher Ty, the greater
the price, because more-costly materials are needed. This trend
can be characterized by a power-law dependence on Ty, with
exponent B = 2. For implementation in the cost model, the
terms in Eq. (22) are nondimensionalized as RL/A, and Ty/T 4,
where A, is taken to be 1/3 m? and T, as 1000°C (Ty is
measured in degrees celcius in Eq. (22)). Then, the coefficient
$, is only a function of the construction category, described
next. A summary is given in Table L.

Category 1 furnaces are constructed with MoSi,, SiC, or
nickel(chromium) heating elements and ceramic insulation.
They are the least expensive and operate with air as the envi-
ronment around the elements. Vendor information for these
furnaces (Fig. 8) when fit to Eq. (8) or Eq. (22) gives §, =
$70 000. Their rating temperatures range from ~1000°C for
nickel to 1700°C for MoSi,, governed by either creep or oxi-
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dative weakening. The activities of vapor phases are controlled
using a ceramic muffle tube. But control is often difficult for
vapor-phase-sensitive processes, with adverse effects on the
yields. In such cases, it can be more cost effective to use
category II or IIT furnaces, as discussed in Section X.

When a muffle is needed, it typically is made from a ce-
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ramic, usually Al,O; or SiC. These are susceptible to failure by
thermal shock and creep. Preliminary information has been
obtained on the cost of Al,O; muffles. The rating temperature
is based on creep and is dependent on purity. For a grade with
Ty = 1400°C, a fit to Eq. (8) gives $,, = $1000. But, there is an
upper size limit (~0.25 m) set by the capacity for extruding or
casting the material.

A category II furnace with refractory-metal hot zone con-
stituents, radiation shields, and water-cooled steel jacket may
be preferred for processes requiring low oxygen partial pres-
sure and low carbon activity. Such furnaces are relatively ex-
pensive. Nevertheless, a wide cost range exists, and category 11
furnaces may be preferred, as found in Section X. For these
furnaces, vendor data give the acquisition costs plotted on Fig.
8, with $, = $380 000. The rating temperatures are limited by
creep and range from ~1500°C for tantalum to 1900°C for
tungsten.

When high temperatures and low oxygen pressures are re-
quired, but large carbon activities are acceptable, a category I11
graphite hot zone construction is feasible, in conjunction with
a water-cooled steel jacket and radiation shields. The furnace
designs are similar to those used with refractory metals, and the
acquisition costs are similar. The operating temperature is lim-
ited only by the oxygen partial pressure, such that 2500°C can
be realized at low oxygen levels. Using this temperature as Tg,
the price coefficient is $, = $150 000.

The replacement costs for heating elements naturally scale
with RL, but again increase as the rating temperature increases,
such that a power-law function with B = 2 characterizes the
costs. Vendor information gives $,; = $4000 for category I
furnaces and $40 000 for category 1.

VII. Furnace Failure Modes

(1) Creep

Creep is dominant for the metallics, such as the refractory
metals and nickel(chromium). It also appears to be important
for SiC and MoSi,. For vertical elements having length ! sup-
ported at one end, failure occurs when the extension exceeds a
critical value, 8*, that causes shortcircuiting. The relevant
creep information is summarized in mechanism maps (Fig. 9).
The uniaxial strain rate, ¥, for loads in the power-law creep
domain is!0-13

Oc({ 1 1 T\
= 0] 5 (77 |(7) @

where T is the stress, &, the reference stress (1 MPa), and
Ty the melting temperature. The reference strain rate, o,
expressed in this format is material insensitive and is ~3 x
107%/s.12 The activation energy for the refractory metals is that
for coupled lattice and core diffusion. It is of order 500 kJ/mol
for tungsten and 350 kJ/mol for molybdenum.'? The stress
exponent is 7 = 5.

For the nonmetallics, diffusional mechanisms appear to be
more important, such that the stress exponent is either 1 or 2.
The activation energies are 600 and 450 kJ/mol for SiC and
MoSi,, respectively,!415

The life, 1; , obtained from Eq. (23) can be written precisely
as given in Eq. (§) with

QF:QC

Te=Tyu

¢ =8—* @ ! (24)
AT

(2) Oxidation

Oxidation and fracture are potential failure modes with non-
oxide ceramic constituents: SiC and MoSi,. Typically, the ox-
ide surface layer is subject to cracking upon thermal cycling.
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Fig. 9. Deformation mechanism map for molybdenum with 100 pm
grain size, emphasizing the regions of power-law creep and dynamic
recrystallization.!? Maximum temperature that avoids excessive creep
is ~1600°C for design stresses of order 1 MPa.

These cracks can act as flaws that cause fracture. Because
oxide growth is diffusion controlled, the rates can be charac-
terized by a parabolic rate constant, B, and an activation en-
ergy, 0q.'®!” Both depend on the purity of the material,
through the composition of the silicate layer. For SiC, By and
Qo are 2 x 107" m?/s and 220 kJ/mol, respectively, whereas,
for MoSi,, the corresponding quantities are 8 x 10~!* m?/s and
130 kJ/mol.

The lifetime is derived by allowing the oxide layer thickness
to equal the critical flaw size. The result is

L Qo
f o= —— exp| — 25)
- (\/56) 2Bo (kT)
where K, is the fracture toughness, ~2-4 MPa-m!’? for both
materials.

(3) Graphite Furnaces

When graphite furnace constituents are used, they require
special considerations. They do not creep significantly below
~2500°C and also are resistant to fracture because of their
relatively high toughness and low density. Usually, failure oc-
curs by Joule heating after a sufficient reduction in section,
through oxidation. Life thus is limited primarily by the oxygen
partial pressure, rather than temperature. The life of graphite
furnaces is taken to be ~10* h to include them in these cost
simulations.

VIII. Property Development

(1) Functional Forms

Basic information about the phenomena that control property
evolution is essential to understand yields and the associated
costs. Mechanistic knowledge is preferred, but phenomenologi-
cal information can suffice. The phenomenology indicates that
a property X develops within a time-dependent temperature
environment,'®-2% such that an increment in the property func-
tion F(X) is related to an increment in time, according to dF =
t5' exp(=Q,/kT) di, where 1, is the time constant in Eq. (4a).
Thus,

F(X)= talf(: exp(_kgp) dr (26a)
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The normalization introduced in Eq. (4D) is obtained by setting 4 T T T T T
0 T=1800C
L c,=1.0 ]
fo = 1aF(X) exr)(ﬁ) (26b) = 3%
Q ‘d-)' 5
With this normalization, Eq. (26a) becomes E
|—
i j', O,/ 1 1 q 26 % 25~ J
F(X) = F(X,)rg , XP K \Tg -7 t (26¢) 5,
— o -
As elaborated below, F(X) is given with adequate precision by g
- X 2 150 .
0 —t
= 27 3
F(X)=In 1_x (27) @ a |
Here, X, is the property magnitude upon entering the high- o5 | | | | | |

temperature manufacturing step. Other functional forms can be
used, but the implications for the yields are similar.

(2) Mechanisms

There are two basic domains of property development: re-
action controlled and diffusion controlled. Both domains are
thermally activated, with associated activation energies. Proto-
typical phenomena illustrate the dynamics.

Thermal conductivity development in AIN exemplifies dif-
fusion control.2'~* It involves the kinetic removal of oxygen
dissolved in the grains. It is achieved in the solid state by
doping with yttrium aluminates (YAP and YAM), located at
grain junctions, which act as host sites for Al,O,. It is con-
trolled by diffusion of the oxygen—aluminum defect in AIN. A
solution to the diffusion flux gives an expression for the aver-
age concentration of oxygen, c(f), as?!

¢ @D -
—ln—= dzoj‘; exp(%) de (28)

where ¢, is the initial concentration, d the grain size, and Dg
the diffusion coefficient. The activation energy is Q, = 350
kJ/mol. The thermal conductivity, K, is related to the oxygen
content by??

. -1
XE&—(1+L) (29)

K* c*

where k* is the intrinsic thermal conductivity of AIN (300
W/(m'K)) and ¢* a reference concentration (1.22 at.%). Com-
bining these results, subject to the assumption that the grain
size does not change, gives

X(1-X) _, (- -0
lnm:to fo exp(k—T") dt (30)

where
d2

2
T Dy

Iy=

Some simulation results are plotted on Fig. 10. Although the X
dependence of F differs from Eq. (27), the differences are small
and the conclusions about yields reached in the next section are
unchanged.

Reaction control is exemplified by binder removal from non-
oxide green bodies.?*23 This process must be performed at a
low oxygen partial pressure to avert deleterious oxidation. The
rate-controlling step is the removal of the carbon subsequent to
pyrolysis. This is achieved by vaporization of oxygen from a
solid-state source, introduced into the powder. The kinetics
typically are controlled by reaction between the carbon and the
oxygen, subject to an oxygen pressure dictated by other factors.
A result is presented for AIN in a nitrogen environment, with
ALO; as the oxygen source. Here, X depends on the carbon
level and approaches unity as the carbon concentration be-
comes zero. The oxygen partial pressure is related to that for
the nitrogen in equilibrium with AIN and Al,O; by

180 190 200 210 220 230 240 250
Thermal Conductivity, K (W/mK)

Fig. 10. Effects of isothermal cycle time on the thermal conductivity
of AIN.

Po, =P, eXp(_k—QTp) 3D
such that the rate of removal of carbon satisfies®*
(1-x" d—sz*pO 32)
dt 2

where k* is the rate constant for the reaction. The resulting
removal function relating the property X to the temperature
history is

In ll‘_f(():zg'f; exp(_k—%) dt (33)
where
1
ty= k*—Pi,/;

The activation energy is @ = 390 kJ/mol. Now, F(X) is iden-
tical to that in Eq. (27).

IX. Yields

Thermal transients often are dominant in batch processes.
The central issue is the different thermal history experienced by
components at different locations in the hot zone. These dif-
ferences cause a spread in the properties/performance of the
product, with consequences for the yield. An understanding of
these features is central to furnace design and cost minimiza-
tion. The governing issue is the effect on the yield of the radial
variation in properties caused by the temperature gradients.
The size of the furnace is dictated by the temperature differ-
ences between its center and perimeter. The additional varia-
tions in yield associated with material heterogeneity, contained
in X, and t, in Eqgs. (26) and (27), are independent of the
position in the furnace.

If most devices are to function in accordance with their
design, the property X of the product must reside within a
range, AX,,,., subject to a minimum value, X, ;,, The properties
of those products at the hot zone center, X, are systematically
lower than those at the outside, X, because they experience
lower temperatures. The requirements, therefore, are that

Xc = Xmin (34)
and

Xm = Xmax = Xmin + A‘Xrnax (35)
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When both of these inequalities are satisfied, the yield associ-
ated with the high-temperature manufacturing step is assumed
to be high, i.e., ¥ = 1. When Eq. (34) is combined with Eq.
(26¢), the first condition is satisfied at the firing time f, when

afs %(L L) >F(Xmin)
tho eXp[k T T.) 1Y% Fixy (36)

¢

where T, is the temperature at the center of the furnace. The
second specification dictates

s Q.01 1 F(X ay)
5 fo exp[f(T—Q - T—)} dr = WQ) (37)

m

where T, is the temperature at the outer perimeter of the hot
zone. Temperatures in regions in the hot zone lying between
the center and perimeter fall between T, and 7,,.. Consequently,
satisfaction of Eqs. (36) and (37) ensures that property values
for the product throughout the furnace are between X,,,;,, and
Xmax'

The heat-up strategy for simultaneous satisfaction of the
inequalities in Eqs. (36) and (37) depends on the size of the
furnace. In all cases, the shortest time, ¢, to attain these objec-
tives brings F at the center of the furnace to F(X, ;). Except for
small furnaces, ¢, also is associated with F attaining F(X,,,,,) for
components at the outer edge of the hot zone. The equalities in
Eqgs. (36) and (37) are met simultaneously at r = ¢, T,, is the
goal temperature in the sense that the temperature at the outer
perimeter of the hot zone can be increased to 7, but not higher.
When the analysis is performed (Panel C), the power input to
the heating elements is adjusted such that the temperature at the
outer edge of the hot zone, T, (effectively the muffle tempera-
ture), is increased at a constant rate until T, is attained and then
held constant. The ramp-up time to attain T, is denoted by #,.

The specifics of the ramp-up strategy depend on the furnace
radius, R. For furnaces satisfying R = R,, T,, should be
brought up to T,, with no delay (¢, = 0). The transition radius
R, is specified below. The temperature history at the center of
the furnace lags that at the perimeter to a sufficiently small
extent such that the inequality at the perimeter is met automati-
cally when that at the center is attained. The furnace size R =
R, is the largest for which T, can be brought immediately up
to the goal temperature. For this furnace, F = F(X,,,,) at the
perimeter and F = F(X,,;,) at the center when t = . The
ramp-up time, f,,, for furnaces with radii larger than R, must be
chosen to achieve X, at the perimeter of the hot zone simul-
taneously with X at its center. This strategy gives the short-
est total firing time, f.. T, is ramped up to T, in time #, and is
then held until the property goals are reached for furnaces
having radii not too much larger than R,,. Large furnaces never
reach T,.. The ramp-up must be conducted very slowly so as to
reach the property goals throughout the furnace. The property
goals are achieved when the temperature at the outer perimeter,
T, has not yet reached T,.

Numerical calculations of the influence of furnace radius, R,
on the firing time, ¢, (Fig. 11), show that ¢, increases sharply for
radii above the transition size, R,. Conversely, small furnaces
provide no advantage with respect to the property goals and,
moreover, require essentially the same firing time. Thus, R,
represents a useful estimate for the largest radius of an efficient
furnace. The firing time for this furnace is readily evaluated,
given that T, is at T, during the entire history and that F =
F(X..,) 1s attained at the perimeter when ¢t = ¢, Thus, by Eq.
(37), the firing time ¥ associated with the furnace of radius
R, is

L Faw)  [Q(1 1
th=1, F(Xy) epr: P (T*_TQ>] 3%)

The analysis leading to R, is given in Panel C, with the
result
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Fig. 11. Effect of hot zone radius, R, on the cycle time, 7, for two
choices of the property goals, for a process with Q /KT, = 20.

R. = F(Xmax) - F(Xmin) *>1/2
o AF(X ) ’

_ [F(Xm:lx) - F(Xmin):'atQ 12 Qp L L
- { AF(X,) } exP[?k( T, TQ> ]

(39)

where A is a weak function of T, of order unity (Fig. C2).
The smaller the permissible spread in the property AX,,.. =
Xiax — Ximin» the smaller must be the furnace. For small AX .,
FXpax) = FXin) = (1 — X007 'AX, . Equation (39) also
emphasizes the connection between the firing temperature, 7,
and the most efficient furnace size. The higher the firing tem-
perature, the smaller the furnace.

The implications of these results are as follows, When the
hot zone radius R = R, and the firing time equals ¢*, the
products everywhere in the hot zone satisfy the property speci-
fications. The yield thus would be unity whenever the material
entering this process step is homogeneous. Variability in the
incoming material would cause ¥ < I, randomly throughout
the hot zone, independent of the thermal cycle. Satisfaction of
these two conditions thus becomes a recipe for achieving con-
sistent, high, yields, essential to a robust manufacturing pro-
cess. Consequently, imposing these inequalities in the cost for-
mulation allows Y to be fixed at about unity.

Further implications are gained from the scaling results pre-
sented in Section IV. Namely, for low costs, the cycle time
should be small and the hot zone as large as possible. The
consequence is that ¢, should be equated to ¢t¥ and R to R, to
realize the lowest cost. Smaller furnaces also whould give ac-
ceptable yields, but the costs would be greater.

X. Cost Simulations

(1) Procedure

A MATLAB program has been developed that embodies the
cost formula and the full parameter set described above. This is
used to perform cost simulations for various process scenarios.
It is facilitated by reexpressing the above results, through the
TCF, as terms that depend on the furnace category and its size
relative to the maximum (R T R,), with ¢, = r*. The procedure
for using the program is as follows,

(1) The furnace category (I, 11, or III) can be chosen in a
preliminary way, starting with knowledge of the vapor-phase
requirements and the isothermal kinetics of property evolution,

(i) The maximum furnace size, R,, is estimated as a func-
tion of 7, from Eq. (39) for X,,,., and AX_ . appropriate to the
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product specification (Eq. (27)), with the premise that the ki-
netics have been calibrated, such that Q, and Ty are known.

(iii) The minimum cycle time is determined from Eq. (38)
as a function of T, with an initial choice made for the hot zone
diffusivity, preferably based on a calibration, but otherwise
estimated from Panel A. This allows the annual production to
be assessed from Eq. (6), for a reasonable estimate of the time
1, needed to cool and stack the parts into the furnace. If this
production is greater than the expected market volume, there
are two options: either the furnace could be operated below
capacity or a smaller furnace could be substituted. Both options
cause a penalty on cost per part that can be calculated in the
manner described below. Conversely, when the market expec-
tations are larger, the furnace size would be set at R, and a
longer furnace used or multiple furnaces used. This situation is
considered in the next section.

(iv) The failure mechanism for the furnace elements is se-
lected, using for guidance the information presented in Section
VIL This defines Qf, Tg, and Ty for each of the furnace op-
tions.

(v) The cost per part is calculated as a function of the goal
temperature, T,.. This is done for a range of a, AX .., and X«
around the magnitudes believed to be relevant to the product
and the furnace. The temperature ratio between the heating
elements and the muffle is used, if known. Otherwise, the
estimate presented in Panel A is assumed. This factor can have
an important influence on the element life.

(2) Furnace Capacity

The optimum furnace size (Eq. (39)) for a given scenario has
an implied annual production obtained by inserting R = R,
and ¢, = t¥ into Eq. (12d). The result is

_ LfatY[Fmax(Xmax) - Fmin(xmin)] L
N VpAFmax(‘)(max){]\,L[(1 + a)ts + tsl] + tr}

(40)

That is, the annual production is essentially independent of the
cycle time and, consequently, of the goal temperature, until T,
is high enough to cause frequent furnace failure. The most
important determinants of { for parts of fixed size, V,, are the
specification range, AX, ... and the thermal diffusivity of the
hot zone. This is apparent in the following simulations.

The production level has important cost consequences. At
this production, the cost per part has its minimum value, AS$,;,,
as elaborated in the following illustration. However, when the
market demand is smaller than this production, there is an
increase in the cost per part, because the throughput is smaller
than the capacity of the furnace. The effect can be determined
by reducing the number of downtimes through a capacity co-
efficient, m, such that Npqwy in Eq. (120) is replaced by

N _ Mo
DOWNT N [t (1 + @) +1,]+1,

41

where v ranges between unity at full capacity and zero when-
ever the furnaces are idle. The effect of annual sales on the cost
per part can be determined by incorporating v into the simu-
lation, as illustrated below.

When the annual production at the optimum furnace size is
lower than the market volume, more than one furnace is needed
to satisfy demand. Then, the acquisition of additional furnaces
causes the cost to increase again whenever one of the extra
furnaces is operating below capacity. At this stage, nontechni-
cal factors, such as discounts on furnace acquisitions, become
important, but beyond the scope of the TCF.

(3) Hlustration

The information generated by the simulation program is il-
lustrated by using parameters relevant to a high-temperature
process, such as thermal conductivity development in sintered
AIN products.*'** The parameters to be used are summarized
on Table II. Other choices for the times ¢, and 1, can be made,
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Table II. Parameters Used for Cost Simulations Illustrated
in Section X

Parameter Value
Activation energy, @, (kJ/mol) 390
Process reference temperature, 7, (°C) 1900
Furnace stacking fraction, f 0.3
Furnace thermal diffusivity, a (m/s) 107°-107°
Stacking time, ¢, (h) 2
Heating element replacement time, ¢, (h) 438
Relative heating element temperature, 7,/7,, 1.1
Depreciation time, #, (years) 5
Utility cost, ¢, (dollars/(kW-h)) 0.1

but they have little effect on the overall cost trends, illustrated
on Figs. 12-17, as discussed below.

There is a temperature T, below T, at which the manu-
facturing cost is a minimum, A$_;, (Fig. 12). This trend results
because of the competing influences of a shorter cycle time and
a decreased element life at higher temperature. The effect is
primarily a consequence of the reduced throughput that occurs
when the failed furnace parts need to be replaced, rather than
the cost of the replacement parts per se. The importance of
furnace failures is exacerbated upon including labor costs, as
explored below. The cost at T,;,, is hereafter used as the metric
for assessing trends with the other variables. A subroutine has
been written into the MATLAB program to enable this minimum
to be determined.

Results obtained for three different furnaces are plotted on
Figs. 13-15. Because X, is prescribed and AX,,,, allowed to
vary, then, for a particular furnace choice, the goal temperature
at the cost minimum, T%;,, as well as the corresponding cycle
time, M, are essentially independent of both the hot zone
thermal diffusivity, a, and the property specification range,
AX, ... The ranges found for the three furnace categories are
summarized on Table III. The contribution to A$ from power
usage, $,, is negligibly small in all of the simulations, even
though the utility cost (Table II) is taken to be quite high,

For each furnace, T¥; is — 200°-250°C lower than the rating
temperature, T (see Tables I and II). This is consistent with
intuition and reflects the effect of the temperature difference
Ty — T, on the failure rates of the furnace constituents. That
is, when this temperature difference is small, the furnace failure
rate is high, causing the throughput to be severely diminished.
Conversely, at large temperature differences, the cycle time
becomes long, again diminishing the throughput. These com-
peting effects lead to an optimum 7°%;, and minimum cost.

The cycle times are a direct consequence of the optimum
T#,,. Namely, the higher T%;,, the lower ™" because of the
exponential effect of temperature. Moreover, for a fixed prop-
erty maximum, /™" is insensitive to AX, .. and « at the opti-
mum furnace size, R,,. This happens because X, is controlled
by the temperature history at the outer region of the hot zone,
and the furnace radius adjusts (see Fig. 14) such that X,,,;, at the
center is realized when X reaches X,,,, at the outside. Further
studies are needed to assess the effect of the process, 0, and
the replacement time, z,, on T%, .

The trends at the cost minimum associated with the above
goal temperature and cycle time trends are as follows.

(i) The major consequence is the convolution of the
throughput with furnace acquisition and replacement costs, re-
flected in the effect of furnace category on AS$,,,. That is,
although the molybdenum furnaces are less costly than tung-
sten furnaces, the much longer cycle time of the former causes
the cost per part to be much higher (Figs. 13(a) and (b)). Con-
sequently, tungsten is the preferred construction material on a
cost per part basis for category II furnaces. However, AS,_
remains lower for the MoSi, category I furnace (Fig. 13(c)),
even though the cycle time is longer. This cost reduction re-
flects the lower furnace acquisition and replacement cost. This
furnace thus is preferred, provided that the gas-phase compo-
sition requirements (particularly the oxygen partial pressure)
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furnace at the cost minimum.

Table 111. Conditions at Cost Minimum for
Process Characterized by Table 11

Goal temperature Cycle time

Furnace range, 7, (°C) range 1, (h)

Tungsten 1630-1640 145-160
Molybdenum 1420-1440 2500-3200

MoSi, 1530-1560 400-600

can be attained with the use of a muffle tube. Otherwise, a
tungsten, category II, furnace is preferred.

(ii) The cost minimum (Fig. 13) systematically decreases
as the thermal diffusivity of the hot zone increases, particularly
at small a. Consequently, there is an incentive to design the
furnace hot zone to achieve high diffusivity, For reference
purposes, the material cost (at $20/1b) is indicated on Fig. 13 to
reveal that the manufacturing costs can be lower than material
costs, particularly when a high-thermal-diffusivity furnace is
used and the product specification range is not too narrow.

(iii) When the furnace size and the goal temperature have
been optimized, the cost is quite insensitive to the property
range, AX,... whenever it exceeds ~0.05 (Fig. 13). Conse-
quently, there is no cost benefit by further relaxing the speci-
fication range (Fig. 16). Conversely, when high tolerance is
required (AX,,. = 0.005), the costs increase dramatically.
This effect provides the critical link between performance and
manufacturing. Further studies will elaborate on this linkage.

The costs expressed on Figs. 12 and 13 have implied values
of furnace radius and annual production. These are indicated on
Figs. 14 and 15. The furnace radii at the cost minimum require
some discussion. These radii become quite large as the prop-
erty range, AX, .., becomes large (Fig. 14), especially for those
furnaces that require smaller T%;, (molybdenum and MoSi,).
In practice, furnaces with R, exceeding ~1 m cannot be con-
structed within the cost framework represented by Eq. (8),
resulting in an effective size maximum, R, ,,. Consequently, as
a practical expedient for cost computation, whenever R, >
R ..« the furnace size should be set at R, and the cost re-
computed.

The annual production (Fig. 16) also is significant, because
market volumes either larger or smaller result in higher costs
(Eq. (40)). The effect of reduced capacity is plotted on Fig. 17,
as the trend in A$ with the annual production, as a fraction m,
of capacity being used. Market volume thus is an important
factor affecting manufacturing cost.
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An important approach for reducing cost entails increases in
the property development rate, X, whereupon the same property
levels, X, develop in time f,, at lower T, The explicit benefits
that derive from decreasing T to 1600°C (from 1900°C) are
illustrated on Fig. 18. There is almost an order of magnitude
reduction in A$,, for either tungsten or MoSi, furnaces, with
manufacturing costs as low as $0.01/cm? for the latter. Such
low costs are obtained when a high-thermal-diffusivity furnace
is used, and when the specification range is not overly stringent
(AX,,., > 0.05). For the AIN process, a reduction in T, can, in
principle, be achieved by decreasing the grain size as well as
decreasing the initial oxygen concentration. Further studies ex-
ploring these costs benefits are in progress.

(4) Other Factors

Labor costs are not included in the present version of the
TCF. They are clearly important and can be added into the code
in a straightforward manner once the labor requirements have
been specified. For example, the unloading and reloading of the
furnaces as well as the replacement of failed furnace constitu-
ents require labor. The former contributes to the cost per part as
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Fig. 18. Minimum costs per part for four furnaces when 7, =
1600°C. Comparison with Fig. 13 indicates the cost reduction upon
decreasing T, from 1900°C.
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S1at, can be determined from R, given by Fig. 14, and ¢, given
by Table III. However, other circumstances, which are beyond
the scope of the TCF assessment, affect the overall use of labor.

Another potentially important issue is the occurrence of a
deleterious mechanism within the material that limits the op-
erating temperature to T,,. When T, is above that at which
the cost minimum, 7., occurs, all of the preceeding results
continue to apply. However, when T, < T%;,, T,,.« becomes
a constraint on the cost and dictates the choice of furnace to
that giving the lowest cost when T, = T,,,,. Further studies

will elaborate this issue.

“42)

$lab =

XI. Summary

A technical cost framework has been used to develop a cost
simulation tool for the high-temperature manufacturing of
small parts and devices. It provides a visualization of the cost
consequences of decisions about product property specifica-
tions through their ramifications on furnace size, operating
temperature, and thermal diffusivity of the hot zone. The im-
portant influence of market volume on cost emerges in a natu-
ral manner. The tool has many options for user input but also
contains best estimates of parameters that are difficult to access
from the open literature: particularly, furnace acquisition cost
and heating-element failure coefficients. When these coeffi-
cients are known more precisely from independent informa-
tion, they can replace the present estimates.

It is believed that the simulation tool has practical utility
because many interdependencies are not obvious. Simulation

Vol. 81, No. 4

facilitates decisions about furnace design (including size and
category), about preferred operating temperature, and about
corresponding cycle time. Preliminary comparisons can be
made between manufacturing and material costs to make pro-
jections about markets. Further applications of the technique
will be presented in future studies.
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